JlabopaTtopHa po6oTa Ne2

Onmumizayia cmpameziit YGHKIH2Y

Mema po6omu: ipoBeCTH NOPIBHAJILHUI aHaJi3 METOIIB PO30OUTTSA TEKCTY Ha
dbparmenTd (4aHKIHT), JOCTIAMTH BIUIUB MapaMmeTpiB chunk size ta chunk overlap
Ha SKICTh pejeBaHTHOI BUAadl Ta oOuuciautu MeTpuky Context Recall nms pizHHX
cTpaTerii.

Haykoeo-meopemuune 00rpyHmyeanHs

Y cucmemax RAG saxicmo 6i0nosidi LLM kpumuuno 3anexcums 6i0 KOHMEKCM).

Ilpobnema. 3anaomo manuii 610Kk (chunk) mooce empamumu Koumexcm (empama
CMUCTOBUX 38'A3KI8), A 3AHAOMO GEeAUKUL - MICMUMU HAOTUWKOSULL WYM, WO 3HUIICYE MOYHICTD
CEMAaHMU4HO20 NOULYKY.

Memoou pozoumms.:

— Fixed-size chunking - mexaniune posoumms 3a KinbKicmio cUMB0NI8/MOKeEHI8.

— Fixed-size chunking with overlap - cmpamecis ¢ikcosanoco posmipy 3
nepeKpummsIMm.

— Sentence-based chunking - pozoumms 3 ypaxysanusm epamamuunux mexc peuets.

— Semantic chunking - adanmuene pozbumms, wo 6azyemocs Ha 3MiHI KOCUHYCHOL
8I0CMAHI MIdIC NOCTIOOBHUMU BEKMOPAMU PeYeHb (BUABNEHHS 3MIHU MeMlL).

Cmek mexnonociit

LangChain / Llamalndex — incmpymenmu ons peanizayii cmpameeziti po3oumms.
ChromaDB — sexmopne cxosuwe ons inoexcayii ppaemenmis.
Sentence-Transformers (all-MiniLM-L6-v2) — ons eenepayii embeouncie.
Pandas / NUMPy — oxs pospaxynxy mempux.

3micT podoTn

3asoanna 1. Obepimob ooszuit onuc inemy 3 oamacemy netflix_titles.csv.

Copmynrwiime 5 3anumans, 6i0noeioi Ha AKI MOYHO NPUCYMHL Y MEKCHI.

MeToau4Hi pekoMeHaamii

Hanpuxnaa, mgoBrudi TEKCT MJIA aHANI3Y. ¥ 2045 pomi cBiT 3aHypuscs y
IMPPOBY aHTHUYTOMN110. I['OJIOBHMM I'€pO¥, KOJMIIHIN I1HXeHep Mapk, XMBE y [I1I3€MHOMY
Mmicri HoBmit Emem. Moro oCHOBHA MeTa - 3HaHTVH BTPayeHMY AapxiB mOaHux CBOI'O

faTekKa, SKUM MICTHUTE KOOM AOCTYIY IO CHUCTEMM XUTTE3abe3[NeUeHHs MNOBEPXHI. Iin

yac nomopoxi Mapk 3ycrpiuvae Capy, Jgimepa noBcrTaHIiB "Tini manbyTHBOro". BOHM
BUSABJISIOTE, OO KOPHIOPAI[ls '"Aethelgard' BurkopmcToBye III gms MaHIOysasmnil
crmoragaMy T'PoMansH. BuplmansHa 6uTBa BlOyBaeThbCsa B LEHTP1  yHpaBJIlHHS

koproparliii, ne Mapk NOBMHEH BHOpaTH MiX OCOOMCTOK IIOMCTOK Ta HOPSATYHKOM
BaaumKiB exocucTeMy 3emni. KimoyoBMiM KOX IOCTYIY BUSIBMUBCS 3ammppoBanmM y JHK

Mapka, mo CTajo HEeCHOOiBaHMM BIOKPUTTSAM IJIS BC1X yJYaCHMKIB.

5 KOHTPOJILHUX 3alUTaHb 3 BIJMOBIISIMU:



ITutanus 1: e xwmBe IOJIOBHMY I'epoy Mapk? BiILHOBiI[bI HoBwuit ExeM.
[Turtanus 2: gx wasusaerscs moecraHcbka I'pyrHa CapM?]3LHHOBiHLZTiHi
ManbyTHEOIO.

[Murauns 3: gxa KopHoparliisa MaHI1IIyJIoe cnoraﬂaMM?]3LHHOBLHBZAethelgard.
IIHTaH}HI4:ﬂe BinbGysacs BUplmailbHAa 6MTBa?]3LHHOBiHLZHeHTp YHOpPaBJlHHSI
xopropariii .

ITuranng 5: Jle BUABMBCSA 3alMPPOBAHMM KJIOYU LOCTYIIY? BiI[l'IOBiI[B: Y IHK Mapka.

3aeoannn 2. Peanizyume pizni cmpamezii uankinzy. Cmeopumo 3 oKpemi
6€KMOPHI 0a3u 071 ROOANLULO20 00CTIONHCEHH A

1. Cmpameecisa gixcosanoeo posmipy de3 nepexkpumms (fixed_no_ov)

MeToauuni pekoMmeHaamii

Haiinpocrtimmii meton. Bin nmpocto BimpaxoBye Hampukian, 200 cumBoOIiB 1
piXe, HEe JUBJISYUCH HA CIIOBA YU PO3AUIOBI 3HAKH. 3 IUIIOCIB — MPALIOE IIBUIKO, 3
MIHYCIB — MO>K€ TTOp13aTH CJIOBO HABIILI, 1110 TICY€ eMOEUHT .

PeasnizyiiTe po30uTTs 3 mapamerpamu: chunk_size=150, overlap=0:

from langchain text splitters import RecursiveCharacterTextSplitter

fixed no _ov _docs = RecursiveCharacterTextSplitter (
chunk size=150,
chunk overlap=0) .create documents([long text])

2. Cmpamezis Qikcosanozo posmipy 3 nepexpummsm (fixed with_ov)

MeToau4Hi pekoMeHaamii

Ax npamtoe xkox chunk_size=150, chunk_overlap=50? Tekct minuTbcs Ha
mMaTky 1o 150 cuMBOIIB, ajne KOXKEH HACTYITHUI YaHK MOYMHAEeThesl Ha 50 CUMBOJIIB
paHilie, HiXK 3aKIHYUBCS TTOTIEPETHIMN.

[lepeBaru 3akiedaroTbesi y 30epekeHH1 KOHTEKCTy. Ilepekputts (overlap)
rapaHTye, 1110 CEMAaHTUYHUH 3B’ 130K MIXK peUeHHSIMU He OyJie BTpaueHo. SKIo 3anur
KOpHCTYyBada CTOCYEThCS (Ppa3u Ha MeXl pO3pHUBY, BOHA BCE OJHO IMOTPANUThH Y
BEKTOPHUI NPOCTIP IIUTICHO B OJHOMY 3 IBOX YaHKIB.

Peanizyiite po30ouTTs 3 mapamerpamu: chunk size=150, overlap=>50:

fixed with ov _docs = RecursiveCharacterTextSplitter (
chunk size=150,
chunk overlap=50) .create documents([long text])

3. Cemanmuune pozoumms (Semantic Chunking).

MeToau4Hi pekoMeHnaanii



[le waiOimbII CydyacHUH WIAXiJA, SKUM HE AUBUTHCS HA KUIBKICTH JIITEP.
Anroputm Oepe mepile peueHHs, APyre PEUeHHs, MOPIBHIOE iXHI BEKTOpH. Ko
CEMaHTHYHA BIJICTaHb MK HUMHU BEJIMKa (TeMa 3MIHHJIACS ), BIH POOUTH PO3pi3.

[Tapametp breakpoint_threshold type="percentile" Bu3zHauae 4yyTmuBiCTH 10O
3MIHU TEMH.

BukopuctoByiiTe 3MiHy CEMaHTUYHOI OJTM3BKOCTI JIJIs1 BU3HAYCHHS MEXK.

from langchain experimental.text splitter import SemanticChunker
from langchain huggingface import HuggingFaceEmbeddings

semantic splitter = SemanticChunker (embeddings,
breakpoint threshold type="percentile")

semantic docs = semantic splitter.create documents([long text])
abo

semantic splitter = SemanticChunker (HuggingFaceEmbeddings ())
chunks semantic = semantic splitter.split text (long text)

4. Bumiprosanns mempuku Context Recall. JIisi KO)KHOTO 3alUTaHHS 3HAUIITh
top-k peneBantHUX (parmentiB y ChromaDB. 36epite mani i po3paxyiite Context
Recall nacTynHuM yrHOM:

CR |3HaﬁdeHi ¢paemenmu, wo micmameo 6i()n06i0b|
|3a2aﬂbHa KITbKICMb NUMAans 3 8I0N0GIOSIMU Y meKcmi|

5. Excnepumenmanvha yacmuna. JIns HaBe€HOTO MPUKIAAY TEKCTY TaOIMIISA

MOPIBHSIHHS CTpATerii Oy/ie MaTh HACTYITHUIN BUTIIAL:

Strategy Params Chunks Avg Distance Context Recall
Fixed (Mo Overlap) 158/8 2 B.5541 2.4
Fixed (with Overlap) 158/58 8 8.5841 2.4
Semantic Chunking %% percentile 2 1,la6a 8.8
3asoannsa 3.
1. Ilooyoyime c2cpagix 3anexscnocmi Context Recall 6i0 po3mipy

chunk_overlap (8io 0 00 150 cumeonis).
s waBeneHoro mpukiany 3ainexknicte Context Recall sim Chunk Overlap

OyTH MaTH HAaCTYITHUN BUTJIS:
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010Ky, npu AKOMY ROUWLYK nepecmac 3Haxo0umu npasuibHy ei0noeios).
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BucnoBku. Ilpu posmipi yanka < 100 CHMBOJIB KOHTEKCT CTa€ 3aHAATO

BY3bKUM JUIs pO3I13HABAHHS CYTHOCTEM.

3aeoanns 4. Ilposecmu ananiz pezyibmamis

JlaTu BiAMOBII HA HACTYITHI TUTAHHS:

Ingopmayivina winonicmes. Sk cemMaHTHYHE pO3OHMTTS BIUIMBAE HaA

«YUCTOTY» KOHTEKCTY MOPIBHIHO 3 (piKCOBaHUM?

Ilpobnema empauenoi cepeounu (Lost in the Middle). Yu nomomarae

30UTbLIEHHSI Overlap MpH NOUIYKY CYyTHOCTEH, 10 3HAXOASITHCS Ha MeX1 OJIOKIB?



— Exonomiuna egpexmusnicms. SIx BuOIp cTparerii BIUIMBAa€E HA KUIBKICTh

TOKEHIB, 10 nepenatTbes B LLM, 1, BIAMOBITHO, HA BapTICTh 3aNTUTY?

KoHTpoIbHI 3anuTaHHSA
1. o Take chunking i siky poJb BiH Bigirpae B apxiTekTypi RAG-cuctem?
2. Sk mapamerpu chunk size ta chunk _overlap BminBaioTh Ha KiJIBKICTB

1H(GOPMALIHHOTO IIyMY B KOHTEKCTI?

3. Tloscuite pizuuiiro mixk Fixed-size ta Semantic po30UTTsIM TEKCTY.

4, o Taxe metpuka Context Recall i womy BoHa € BaXJIMBOIO JIJIS OIIHKA
saxocti RAG?

5. OnuiriTe aJIrOPUTM BU3HAYCHHS MeX Y SemanticChunker

6. Sky ¢yHkmito BuKOHYIOTH embeddings y mporeci ceMaHTHYHOTO
HOIIYKY?

7. Sk crpareris overlap nomomarae BUPIIUTH TPOOJIEMY PO3PHUBY

cytHocTel (entities) Ha Mexi yaHKiB?

8. [Ilo Take «ToOuyka xerpajaiii» MOIIYKY 1 SKUMHU (pakTopamMu BOHA
3yMOBJIEHA?
9.  Yomy BUKOPHUCTaHHS 3aHAATO BEJIMKUX YaHKIB MOXE OyTH €KOHOMIYHO

HeedeKTUBHUM T1pHu po6oTi 3 LLM API?

10. Sk wmomens emOemunriB all-MiniLM-L6-v2 BmimBae Ha pe3yibTaTh
KOCHMHYCHO{ BIJICTaH1 MPU CEMaHTUYHOMY YaHKIHTY?

11. Sk chunk overlap nomnomarae 30€perTd LUICHICTb aHA()OPUYHHUX
MOCHJIaHb (3aMEHHUKIB) Y TEKCT1?

12. B skux BHMaaKax cTpaTerisi Fixed-size Moxke OyTH e(eKTHBHINIO

3a Semantic?



