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Jlaboparopna po6ota Nel3

Imnoprt noris i3 Wazuh y Splunk.

Meta: MeToto pobOTM € OCBOEHHA Npouecy iHTerpauii cuctemun MoHiTopuHry 6esnekn Wazuh i3 nnatdopmoto
aHanitMkm Splunk wnAaxom HanalwTyBaHHA nepefadvi NoAin, CTBOPEHHA iHAeKcy ana norie Wazuh, nepesipku
HAAXO4KEHHSA JAHUX Ta O3HaoOMIeHHA 3 6asosumm gawbopaamm Splunk Wazuh App.

: rinepsi3op VirtualBox, mogenb Komn'tOTEPHOI Mepexi.
IHCTpYMeHTH p p VirtualB )i "toTep p

TeopeTuuHi Bigomocri

Y nonepeaHix poboTax CTBOpeHO cTeHA0Be cepegosuule y VirtualBox, Wo cknagaeTbca 3 HOTUPbOX XOCTIB:

Serv-G-N-1 (Windows Server 2022) — KoHTponep aomeHy 3 posaamu AD DS, DNS i DHCP. HanawTtoBaHo
Wazuh Agent ans noKanbHOro MOHITOPUHTY pecypcis.

Serv-G-N-5 (Ubuntu Server 24.04) — cepsep Ha HanawToBaHo Wazuh Agent AnA NOKaNbHOrO MOHITOPUHTY
pecypcis.

Serv-G-N-7 (Amazon Linux 2023) — cepsep Wazuh Appliance, wo mictute KomnoHeHTn Wazuh Server
(Manager, API) Ta Elasticsearch + Kibana (Dashboard)

Serv-G-N-9 (Ubuntu Server 24.04) — cepsep Splunk Free — noKanbHUI iHAEKcATOp Ta aHaiTMYHa
nnatpopma ans 36opy, 06pobKM Ta Bisyanizauii KypHanis 6e3nekun. Cepsep NpU3HAYEHUN NS MPUIAOMY NOTIB 3
onepauinHUX cUcTeM Ta cepBiciB Mepexi, a TaKoX Ansa iHTerpauii 3 Wazuh yepe3 Wazuh Splunk App.

MepexeBe cepefoBuie 3abe3neyye B3aEMOLII0 MiXK By3Namu 3 [AOMEHHOK iHOPACTPYKTypow AnA
NoAaNbLIOro MOHITOPUHTY il eN1eMEHTIB.
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Puc. 13.1. Tononozia mepexci

KopoTtKa Teopis (Wazuh - Splunk: Filebeat, HEC, Wazuh App)

IHTerpauis Wazuh 3i Splunk go3sonse 36upatu Bci noaii 6e3neku, aki reHepytoTb Wazuh-areHTtu, i Bigobpa-
*atu ix y Splunk y Burnagi aawbopais, nowykosmx 3anuTis i 38iTiB. LLLo6 Le npautoBano, y Wazuh BUKOPUCTOBYETb-
ca Filebeat, a y Splunk — HTTP Event Collector (HEC) Ta cneuianbHuit 3actocyHok Wazuh App.

% Filebeat y Wazuh Appliance

Y Wazuh Appliance (Serv-G-N-7) BUKOpUCTOBYETbCA KOMMNOHEHT Filebeat, Aknit untae nor-pannm meHegkepa
Wazuh, ynakosye nogiiy JSON Ta Hagcunae ix y 30BHiwWwHi cuctemu SIEM (Splunk, Elasticsearch, Logstash).

3 TouKM 30py iHTerpauii Baxnmeo wo Filebeat nigTpumye Splunk HEC ak TpaHcnopT, a Wazuh Bxe micTuTb
wabnoH ana Splunk y ceoemy nakeri.

< Splunk HEC (HTTP Event Collector)

HEC (HTTP Event Collector) — ue mexaHizm Splunk, akuit npuitmae nogaii yepes HTTP/HTTPS. Ana iHTerpauii
notpibHo yBiMKHYTM HEC y Splunk, ctBoputn TokeH goctyny (authentication token), aossonuntu npuiiom JSON-
noAii, BiAKpMTM nopT (3a3Bmuait 8088/tcp abo iHLWNIA, AKLLO 3MiHWUAK).

Micns yboro Filebeat 3moxke HaacunatTm nogii 6e3 npamoi yctaHoBku Forwarder-a Ha cepsepi.

< Wazuh Splunk App (8i3yanizayis)

Wazuh App for Splunk — ue odiuiliHMIA 3aCTOCYHOK, AKMIA MiCTUTbL roToBi gawbopan ana FIM (File Integrity
Monitoring), aHanisy akTMBHMX Bianosigen (Active Response), aHaniTMKM nogiii areHTiB, Bi3yanisauin MITRE
ATT&CK 1a mogaynis Syscheck, Rootcheck, Vulnerability Detector Ta iH.
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BiH npautoe nosepx Splunk Search i He BuUMarae goaaTkoBoi KOHOIrypaLii — nuve npaBuAbHOro sourcetype
Ta index.

KD

< Sk 8idbysaembca nepedaya nodiii (cnpowjeHa cxema)

Wazuh Manager reHepye nogii (FIM, Syscheck, Rootcheck, iHTerpauii, areHTn). Filebeat umTae ix i3 log-daiinis
Ta popmye JSON. Filebeat Hagcunae nogii uepes HTTP go Splunk HEC endpoint. Splunk npuiimae nogii Ta po3miiye
iX y BKazaHoMy iHAeKci (HanpuKknag, wazuh). Wazuh Splunk App Bigobpaxae ix y surnagi gawbopais.

Serv-G-N-7 (Wazuh Appliance)

Wazuh Manager serv-G-N-7 Serv-G-N-9

o AHari3 no ige(FlM Syscheck bzl el e Wazuh App for Splunk
AR, Vulns) A o ¢ Input: beats { port =>5044 } Serv-G-N-9 » |HTepaKTUBHI Aawwbopay
N EeHe i elers sem Filter: ruby + mutate - Splunk Free) azuh

Filebe a’:a(37 17.9) ! 'opMVBaHHﬂ HEC payload - HTTP Event Collector (HEC) MITRE ATT&CK

o YuraHHa /.var./ossec/Io s/alerts/ Qe * Mpuitom nogjit 3 Logstash FIM / Syscheck
alerts.json : exec{curl -k -XPOST - * Inpekc: wazuh + Authentication

. Bi,qgnpaska nogijit - Logstash dimlale )  Rootcheck

nopr 5044) stdout { [HEC-SENT] ... } * Vulnerability Detection

)
Beats (JSON) nopt 5044 HTTPS (HEC) nopt 8088 IHAeKkcoBaHi nogii

Puc. 13.2. Apximekmypa iHmezpauii Wazuh—Logstash—Splunk

OCHOBHI pucH, Lo BU3HaYatoTb B3aemogito Wazuh Ta Splunk y npoueci nobyaosu LeHTpanisoBaHoi cuctemm
6€e3neKoBOro MOHITOPUHTY:

D3

% Universal Forwarder He BMKopuCcTOBYETbCA. [epesaBaHHA NoAin 3AicHIOETbCA He3nocepeHbO Yepes
Filebeat, wo npautoe Ha Wazuh Manager.

% KomyHikauis Biabysaetbca uepes oguH nopt — 8088/TCP. Lie nopt npuiiomy nogiit Splunk HEC (HTTP

Event Collector).

e [Ons noain Wazuh cTBoptoeTbca okpemuit iHaeke y Splunk. Lle 3abe3neydye CTpyKTYpOBaHICTb AaHMX Ta
cnpotye poboTy 3 gawbopaamu.

e [icna HagxoaKeHHsA noAii akTMBYeTbCA moaynb “Wazuh App for Splunk”. logaTok aBTomaTuuHo byaye

Bi3yanisau,ii ¥ gawbopan ana aHanisy 6esneku.

NigroroBKa Splunk (yBimkHeHHAa HEC)
Mepea yBimkHeHHAM HEC cTBopuMoO pobounit iHaeKkc 3 imeHem wazuh (4epes Splunk CLI):
sudo -u splunk /opt/splunk/bin/splunk add index wazuh
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Puc. 13.3. CmeopeHHs iHOeKcy wazuh y CLI
BUKOHYEMO NocnigoBHicTb A ana yBimkHeHHA HTTP Event Collector (HEC).
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Puc. 13.4. Bxio 0o meHro HEC
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Bxogmmo go Splunk Web, nepexoanmo y meHto Settings — Data Inputs. ¥ paaky “Splunk REST API Origin”
BBOAMMO agpecy po3ropHyToro Ha xocTi Serv-G-N-9 Splunk y BignosigHocti ao ¢opmaty HTTPS, HaBiTb AKLWLO BiH
PO3ropHYyTMM NoKanbHo https://<IP_agpeca TBoro cniyHK cepsepa>:8088. Splunk BHYTPIlWWHBO BUMKOPUCTOBYE
HTTPS ana cesoro REST APl Ha nopTy 8089 — He3anexHo Big Toro, un Beb-iHTepdenc poctynHuii no HTTPS.

Y BMNaaKy, HasegeHoMy Ha puc. 13.4 ua agpeca signosigae https://192.168.50.11:8088. HaTuckaemo Save
BHM3Y BiKHa Ta notpanasaemo y meHto Splunk Data inputs/Local inputs ae moxnmnso ysimkHyTM HEC. Y cnucky obu-
paemo HTTP Event Collector.
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Puc. 13.5. l'eHepauis mokeHy Wazuh-HEC

HaTtuckaemo Global Settings Ta o6upaemo All Tokens — Enables, Enable SSL = Yes ta HTTP Port Number =
8088 (3a 3amoBYyBaHHAM) i 36epiraemo 3miHu (Save).

Y uboMy K MeHI0 HaTUckaemo New Token Ta noTpannsemo y BikHO «Configure a new token for receiving
data over HTTP» BBoaumo Ha3By TokeHy Wazuh-HEC. MNepexoanmo ganiy noni Source type 3anuwaemo Automatic
Ta 0bupaemo y noni Index cTBOpeHM Ha NOYATKY LbOro NYHKTY meToamkn y CLI iHaekc wazuh. AKwo iHAeKc He 0b-
paTwn, Splunk He npuitmaTme nogaii. MocnigoBHO 06Mpaemo NyHKTU Review Ta Submit.

MepernsaHyTH, NepeBipMUTH CTaH Ta ckonitoBaTu Token Value (BiH 3HagobuTbcs Filebeat) MoxnMBo no KHonw
Show y nyHKkTi Settings — Data Inputs — HTTP Event Collector (puc.13.6).
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Puc. 13.6. Ilepeenso Settings — Data Inputs — HTTP Event Collector ma nepesipka “‘wu ciyxaemocsi nopm 8088»


https://192.168.50.11:8088/
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MepeBipAemo NpocnyxoByBaHHA NOpPTy B cuctemi Ha Splunk-cepsepi (Ubuntu):
sudo ss -tulpn | grep 8088
TakMM YMHOM, MW OTPMMaAAN OYiKyBaHWUI pe3ynbTaT — Splunkd cnyxae nopt 8088 (puc.13.6). BUKOHaHI 4ii y
ubomy nyHKTi: HEC yBiMKHY M, MOPT NPOCNYXOBYETLCA, TOKEH €.

IHTerpauia Wazuh — Splunk yepes Universal Forwarder
Mwn Bukopuctosyemo Wazuh Manager (Appliance), AkuiA noctaensetbca 3 Filebeat, wo KopcTko
npue’asaHuin fo Elasticsearch. Taka koHoirypauis Wazuh He nigTpumye output http. BCTaHOBMMO Ans BUpILLEHHSA
uiei npo6aemu Splunk Universal Forwarder. v LR —=Nn
Mepes BCTAaHOBNEHHAM Ta neplwmm 3anyckom SplunkUF ne-
PEKOHAEMOCb, wo  JSON-BuBig, ~ yBiMKHeHMUH y  danni
/var/ossec/etc/ossec.conf. MNepeBipAeMO, LWLO NPUCYTHIN BIOK:
<global>
<jsonout_output>yes</jsonout_output>
</global>
Mepesanyckaemo Wazuh Manager Ta nepeKkoHyeMoCb, Wwo ¢aiin 3 1oramm icHye:
sudo systemctl restart wazuh-manager
sudo Is -1 /var/ossec/logs/alerts/alerts.json
OcKinbku noganbLi KPokn nabopaTopHoi pobotn nepenbayatoTb poboTy 3i cnybamum Ta KOHOIrypauiiHMmm
datnamm Wazuh, a TakosK unmTaHHa ¢ainis xypHanis y Katanosi /var/ossec/logs/alerts, HeobxiaHo 3a6e3neunti
KopucTyBady poboyoi cTaHuii npaBo aoctyny Ao uux dannis. Y Wazuh Appliance BnacHnkom ¢ainis Wazuh € kopu-
cTyBay wazuh i rpyna wazuh. 3a 3amMoBYYBaHHAM KaTasorM J10riB MatoTb NpaBa:
drwxrwx--- wazuh:wazuh /var/ossec/logs
drwxr-x--- wazuh:wazuh /var/ossec/logs/alerts
Tomy KopucTyBadi, AKi He BXoAATb A0 rpynu wazuh, He MOXyTb YnTath Painum alerts.json. o6 HagaTh npa-
Ba, 4043EMO poboyoro KopucTyBaya 4o rpynu wazuh:
sudo usermod -aG wazuh wazuh-user
Micna uboro NOTPiIGHO BUKOHATU NOBTOPHMUI BXiA A0 cucTemn abo KomaHAay:
su - wazuh-user
MicnAa oHoBNEHHA NpaB AOCTYN A0 /I0TiB MOXHa NePEBiPUTU KOMaHAOO:
sudo Is -Ih /var/ossec/logs/alerts/alerts.json
BM3HAYaeEMO apxiTeKTypy HaLlOro BipTyaZIbHOrO XOCTy Ta BaHTa)XMMO 3 0QiLilMHOI CTOPIHKM NpPOAYKTY
https://www.splunk.com/en _us/download/universal-forwarder.html Splunk Universal Forwarder (RPM) y kaTtanor
/tmp cepsepy Serv-G-N-7 (Amazon Linux 2023), ckonitoBaslumn odiliiHe nocunaHHsA (puc. 13.7).
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Puc. 13.7. Ompumannsa ninky oaa sasanmasicenns nakemy Splunk Universal Forwarder (RPM) 64-bit
cd /tmp
wget -0 splunkforwarder-10.0.2-e2d18b4767e9.x86_64.rpm
https://download.splunk.com/products/universalforwarder/releases/10.0.2/linux/splunkforwarder-10.0.2-
e2d18b4767e9.x86_64.rpm
AKwWwo wget noBifomMmnTb NPo NomuaKy 404, OTPMMYEMO Ha CTOPIHLi aKTya/ibHe MOCMNAHHA. B pi3HMX Bepciax
3MmiHtoeTbeA build-id, Tomy 404 — HopmanbHa cuTyaLis.

Mpy BUHUKHEHHI He3po3ymMinux Nomunok y poboTi um 3anycky Splunk Universal Forwarder Ha BM
Wazuh Appliance (Amazon Linux 2023) pekomeHA0BaHO BUKOHATK MNOBHe YncTe BuganeHHa Splunk

UF Ta noBTOpMTK BCTaHOBAEHHS. Mpoueaypa BuganeHHa Splunk Universal Forwarder Ha BM Wazuh
Appliance (Amazon Linux 2023) onucaHa y A04aTKy 1 Lboro A0KyMeHTy.



https://www.splunk.com/en_us/download/universal-forwarder.html?utm_source
https://download.splunk.com/products/universalforwarder/releases/10.0.2/linux/splunkforwarder-10.0.2-e2d18b4767e9.x86_64.rpm
https://download.splunk.com/products/universalforwarder/releases/10.0.2/linux/splunkforwarder-10.0.2-e2d18b4767e9.x86_64.rpm
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Puc. 13.8. 3asanmasicennsn naxemy Splunk Universal Forwarder (RPM) 64-bit

Mepecsiguyyemocsb, WwWo RPM-nakeT 3aBaHTaxkeHo 6e3 360iB Ta BCTAHOB/IKOEMO MOTO, MiACTaBUBLLIM Y KOMaHAY
peasnbHe iM’A 3aBaHTaXKeHoro danny:
sudo rpm -ivh splunkforwarder.rom

) e - T2 - ol

Puc. 13.9. Bcmanosnenna nakemy Splunk Universal Forwarder (RPM) 64-bit

AsTOoMaTMyHe BcTaHoBAeHHA Splunk UF BiabysaeTbea y Katanor /opt/splunkforwarder. MNicns yboro € 6a3o-
Ba CTPYKTypa KaTtanoris UF.Splunk
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Puc. 13.10. bazosa cmpyxmypa xamanoeis Splunk UF

UF aBTOMaTMYHO CTBOPUTbL KopucTyBaya splunkfwd, nig akum npautoBatume cny»kba. Hagaemo nomy npasa
Ha Splunk UF katanoru:
sudo chown -R splunkfwd:splunkfwd /opt/splunkforwarder
BuKkoHyemo nepwmnit 3anyck UF 3 npuitHATTAM niueHsii. UF 3reHepye 6a308Bi cepTndikaTn, CTBOPUTb KaTanoru
KOH®irypauii i niarotye cuctemy Ao niaknodeHHa go Deployment Server.
sudo -u splunkfwd /opt/splunkforwarder/bin/splunk start --accept-license
Mpw BUKOHAHHI ujei kKomaHam Splunk nonpocuTb cTBOPUTU agmiHicTpaTopa CLI, wo mun BUKoHyemo. Mpono-
HOBaHe iMm’a agmiHicTpaTopa splunker, y AKOCTi Napoato BUKOPUCTOBYEMO BYAb-AKUI CUIBHUI NApPOb
2 RPTRPRSSE F KR TT - ol 5 e i S L e -

Puc. 13.11. Ilepwuii 3anyck Splunk Universal Forwarder
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Crsoptoemo dain /opt/splunkforwarder/etc/system/local/deploymentclient.conf — 6a3oBy KoHbirypadijto
Deployment Client, wo 3agzae agpecy Deployment Server, go skoro UF 6yae nigkntwouyatuca. Y AkocTi

<IP_Deployment_Server> «nigctaBasemo» peanbHy IP-agpecy Splunk cepsepy (Serv-G-N-9):
2 wamh-userdsen-22-50, — ©

[deployment-client]
disabled = false

[target-broker:deploymentServer]
targetUri = <IP_Deployment_Server>:8089

Hdopaemo UF y systemd, w06 BiH cTapTyBaB Npu 3aBaHTaXKeHHI cucTemMM Big KopucTyBaya splunkfwd.
sudo /opt/splunkforwarder/bin/splunk enable boot-start -user splunkfwd
Mepwwnin BUKAKUK Enable boot-start gna systemd BctaHoBAtoE unit systemd, ane skwo splunkd Bxke 3anyLue-
HUIA, NoTPiI6HO oro 3ynuHuTK (pkill -f splunkd) nepea NOBTOPHUM BUKANKOM Ta Nepe3aBaHTaXUTH:
sudo pkill -f splunkd
sudo /opt/splunkforwarder/bin/splunk enable boot-start -user splunkfwd
sudo systemctl daemon-reload
BWKOHYEMO KOHTPOAb 3aMnycKy Yepes systemd: cTapT, 3ynuHKa, nepe3anyck Ta nepesipka ctatycy UF
sudo systemctl start SplunkForwarder
sudo systemctl stop SplunkForwarder
sudo systemctl restart SplunkForwarder
sudo systemctl status SplunkForwarder
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Puc. 13.12. Hanawmyeanus ma 3anyck cayscou Splunk Universal Forwarder

Ha puc. 13.12 nokasaHe HanawTyBaHHA 3anycky Splunk Forwarder nig systemd, cny:k6a aktMBHa (active,
running), ocHoBHMI npouec splunkd 3anyweHnin, npaBa Kopuctysaya splunkfwd kopekTHi. TobTo, 3 CMCTEMHOI Tou-
Ku 30py UF noBHicTio rotoBuii go pobotu.

BMKOHYEMO BUNpPaBAEHHA NPaB Ha KaTanoru (pekomeHA0BaHoO nicns 6yab-aKoro peaaryBaHHa KoHoiry)

sudo chown -R splunkfwd:splunkfwd /opt/splunkforwarder

Mepexoanmo 40 HACTYMHOMO NYHKTY METOANUKM.

ABTOMaTuyHe apxiByBaHHA norie Wazuh pna crabinbHoi po6otu Filebeat
Filebeat He BMie npaLtoBaTK 3 BKAALEHOI CTPYKTYPOLO AMpPeKTopit y moayni wazuh. LLo6 YHUKHYTU NagiHHA
Filebeat yepes ctapi norM, MoXKHa aBTOMATUYHO NepemiwaTh Ta apxisyBath cTapi Katanorn Wazuh. CtBoptoemo
dain ckpunta /usr/local/bin/wazuh_archive.sh, kyay BCTaBNAEMO HAaCTYMHWIA NICTUHT:

#1/bin/bash
ALERTS_DIR="/var/ossec/logs/alerts"
ARCHIVE_DIR="/var/ossec/logs/archives"
DATE=S(date +%Y-%m-%d-%H%M)

mkdir -p "SARCHIVE_DIR"

ford in "SALERTS_DIR"/*/ ; do
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[-d "sd" ] || continue
BASENAME=$(basename "5d")
tar -czf "SARCHIVE_DIR/alerts-SBASENAME-SDATE.tgz" -C "SALERTS_DIR" "SBASENAME"
rm-rf "Sd"
done

36epiraemo daiin Ta pO6UMO CKPUNT BUKOHYBAHWUM:
sudo chmod +x /usr/local/bin/wazuh_archive.sh
BM, wo mu BMKopucToByemMOo (Amazon Linux 2023) He Mae BCTaHOBNEHOro MakeTy cronie abo crontabs.
BcTaHOBNIOEMO 1Or0, aKTMBYEMO Ta 3aNyCKAaEMO CepBiC:
sudo dnf install cronie -y
sudo systemctl enable crond
sudo systemctl start crond
sudo systemctl status crond
[Nna HanawTyBaHHA aBTOMATUYHOrO 3aMyCKy CKpMNTa (4epes cron), BiakpmMBaemo cron ans root (wo6 ckpunt
MaB npasa Ha Bci paiinn Wazuh):
sudo crontab -e
Ta A0AAEMO PAAOK, Wwob ckpunt /usr/local/bin/wazuh_archive.sh 3anyckascsa woaHsa o 23:50:

| 50 23 * * * Jusr/local/bin/wazuh_archive.sh

36epiraemo ¢aitn cron Ta TECTYEMO PO6OTY CKPUMTa BPYUHY:
sudo /usr/local/bin/wazuh_archive.sh

MepeKoHyeMOCb, WO cTapi KaTtanoru 3 /var/ossec/logs/alerts/ nepemictunuce y /var/ossec/logs/archives/
y Burnagi .tgz.

a? wazub-margsary= 2250 .7 - = O ﬂ

Puc. 13.13. Hanawmyeanus asmomamuunoco apxigysanns nocie Wazuh

BcraHoBneHHA Ta Logstash Ha Wazuh Appliance (Amazon Linux 2023).
Logstash nocrauyaetbcs Yepes penosuTopii Elastic. BUKOHYEMO [04aBaHHA Peno3nTOpito. 3aBaHTAXKYEMO i
BCTAaHOB/IIOEMO KNtoy GPG Ta cTBOpOEMO peno3utopilt ana Elastic:

sudo rpm --import https://artifacts.elastic.co/GPG-KEY-elasticsearch
KomaHga cTtBopeHHs penosuTopito ana Elastic:

sudo tee /etc/yum.repos.d/elastic.repo <<EOF

[elastic-8.x]

name=Elastic repository for 8.x packages

baseurl=https://artifacts.elastic.co/packages/8.x/yum

gpgcheck=1

gpgkey=https://artifacts.elastic.co/GPG-KEY-elasticsearch

enabled=1

autorefresh=1

type=rpm-md

EOF


https://artifacts.elastic.co/GPG-KEY-elasticsearch
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Puc. 13.14. Bcmanosnenus knoua ma cmeopents penozumopiio ons Elastic

MepeBipAemo AoCTynHicTb nakeTy Logstash (puc.13.15):
yum list logstash

[na BcTaHoBAOEMO Logstash BUKOHYeEMO:
sudo yum install -y logstash

Micnsa BCTaHOBNEHHA NepeBipAEMO, YM 3’ ABUINCA KaTanoru:
Is -1 /etc/logstash
Is -1 Jetc/logstash/conf.d

Puc. 13.15. Jocmynuicmo nakemy Logstash

Wazuh — Logstash — Splunk iHTerpaujia notpebye npaBunbHoro ¢opmyBaHHA noain y cneundiyHomy popma-
Ti, AKMI cnpuiimae Splunk HTTP Event Collector (HEC). Ana uporo B Logstash HeobxigHO BCcTaHOBUTYM cneuiani3oBa-
HUI nnariH logstash-output-exec, Wwo cnpouye npouec GopmaTyBaHHA Ta nepegavy AaHuxX. BctaHoBAEHHA naariny
Ta nepeBipKa BUKOHYETbCA KOMaHZAMMU:
sudo /usr/share/logstash/bin/logstash-plugin install logstash-output-exec
sudo /usr/share/logstash/bin/logstash-plugin list | grep output-exec

i wazuh-user@sery-22-50-7~

h-plugin in h-output-g

Puc. 13.16. Bcmanoenenns nnaziny logstash-output-exec

Ha nonepeaHboMy Kpoui Ao Katanory /etc/logstash sctaHoBneHo nakert, a Katanor /etc/logstash/conf.d
npu3HayYeHui Ana CTBOpPeHHA pipeline, AKMiA mu onucyemo y KoHdirypauiiHomy danni wazuh-to-splunk.conf

Bmict daiiny koHdirypauii pipeline /etc/logstash/conf.d/wazuh-to-splunk.conf 3 KomeHTapamMKU NpUBELEHO
y fAoaaTky 3 uiei meTtoguKkn. Pepgaryemo daiin 3a npuseseHMM 3pa3Kom, 3aMiHIOIOYM 3HAYEHHA token Wazuh-HEC Ha
BNacHe, sike Konitoemo 3 WEB-UI Splunk no kKHonui Show y nyHKTi Settings — Data Inputs — HTTP Event Collector
(pnc.13.6). He 3abyBaemo 3miHuTK IP-agpecy Splunk-cepsepy (192.168.50.11) Ta im’s XocTy (serv-22-50-7), ne po3ro-
pHyTO Wazuh-Logstash.
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Y popatky 3 napameTtpu, AKi HEOBXiAHO 3MIHUTK, BUAINEHI makum konvopom ©, a KOMeHTapi BUAINEHO ma-
Kum Konsopom ©

KoHoirypauitHuii ¢paiin Logstash onucye pipeline, o cknagaetbca 3 TpbOX OCHOBHUX ceKuinn — input, filter
Ta output.

CeKuis input Bignosigae 3a npuimaHHA noain Big Filebeat. Y KoHdirypauii BUKOpMCTOBYETbCA BXigHWUI Nna-
riH beats, Akni Bigkpueae nopt 5044 Ta npuiimae cTpykTypoBaHi JSON-nogii, wo HaaxogAate Big moayna Wazuh-
Agent.

Cekuis filter BUKOHye nonepeaHto 06pobKy OTpMMaAHUX [AaHMX Nepep iXHbow nepegadeto Ao Splunk. Ona
LLbOro 3aCTOCOBYOTLCA:
e  OinbTp ruby — ana popmysaHHa Unix-miTkuM yacy, HeobxigHoi HEC;
o inbTp mutate — AnA BUAANEHHA CNyKO0BUX NOAIB, AKI HE MOBUHHI NoTPanaATX y Splunk;
e nopatkoBuit 610K ruby — ans nobypnosu cTpyKTypoBaHoro JSON-o6’ekTa y dopmarTi, Wo BiANoBiAae BUMOram
Splunk HEC (time, host, index, sourcetype, event). Pe3ynbtat dopmyBaHHA 36epiraeTbes y noni hec_payload.

CeKuis output 3abe3nedye BignpasaeHHs nogii 4o Splunk. Y Hii BUKOPUCTOBYETLCS NAAriH exec, AKUI BU-
KNMKae KomaHay curl ana BukoHaHHA HTTPS-3anuTy ao Splunk HTTP Event Collector. [aHi nepegatotbea y BUrAai
JSON-paaka 3 nonsa hec_payload, cdopmosaHoro y cekuii filter. lna KoHTpoNO Ta HanaroAxeHHs nepeabaveHuin
[04aTKoBUi BUXiA, stdout 3 BuBeaeHHAM cdpopmoBaHoro HEC-noBigoMAeHHS Y KOHCO/b.

BmuMKaemo Logstash y aBTo3anyck, 3anyckaemo Ta nepernsgaemo cratyc (puc. 13.17):
sudo systemctl enable logstash
sudo systemctl start logstash

sudo systemctl status logstash
g wWarIh-isef e - - T -]

Puc. 13.17. Buuxanmns aemosanycky, s3anyck ma nepeeiso cmamycy Logstash

3amiHa cTaHpapTHOI Bepcii Filebeat, 3anyck Ta TectyBaHHA KOHBelepa.
CraHpgapTHa Bepcia Filebeat, wo noctavaetbea y cknagi BM Wazuh appliance, moke 6yTn HecymicHolo 3 ak-
TyanbHUMKU Moaynsimmn Logstash abo BMKOpMCTOBYBaHMMW naariHamu. Tomy nepeg nofanblwMm HanalwTyBaHHAM
HeobxiaHO 3amiHUTM BOYAOBaHy Bepcito Filebeat Ha cTabinbHy Ta cymicHy peaakuito. ImnopT GPG-Kkntouya Ta aoga-
BaHHA peno3uTopito Elastic 7.x 6yn0 BUKOHaHO Ha 0AHOMY 3 nonepeaHix Kpokis (puc. 13.14). Bugansemo BbyaoBsa-
Hy Bepcito Filebeat:
sudo dnf remove filebeat -y
sudo dnf install filebeat-7.17.9 -y
HanawTtoByemo Filebeat gns Bignpasku noris y Logstash. [ns uboro BUKOHyemo 6ekan ¢ainy KoHoirypauii
Filebeat Ta ctBoptoemo HoBwuit daiin /etc/filebeat/filebeat.yml miHimanbHoi KOHIrypaLii, npuseaeHoi y 4oaaTky 4,
Tabnumua 13.1.
sudo mv /etc/filebeat/filebeat.yml ~ filebeat.yml.bkp
Filebeat mir 36epertu ctapi aaHi (state), Aki He 36iratoTbcA 3 HOBOO Bepcieto. LLLo6 3anobirtu Takii nomuaw,i
KOHirypauii BAKOHYEMO BUAANEHHA HAaCTyNHUX dalinis:
sudo rm -rf Jvar/lib/filebeat/{registry,registry-filebeat,meta.json}
MepeBipsemo KoHodirypauito Filebeat:
sudo filebeat test config
Mae 6yTu Config OK. NepeKkoHyemocb, wWo Filebeat BcTaHOBNEHO AK CMCTEMHMIA cepBic:
which filebeat
Ouikyetbea /usr/bin/filebeat. AKLLO NOMUIOK HE BUHWMKIO, BUKOHYEMO MOBHY NepesipKy KoHbiry:
sudo /usr/share/logstash/bin/logstash --config.test_and_exit -f /etc/logstash/conf.d/wazuh-to-
splunk.conf
Mae 6ytu: Configuration OK (puc.13.18).
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Mepesanyckaemo Logstash, auBnmochk cTaTyc (Mae 6yTW aKTUBHMIM) Ta NepeBiPAEMO UM «Cayxae» nopt 5044.
MepeBipKy NopTy BUKOHYEMO Yepes 40-50 cek nicnsa nepesanycky logstash. IcHye BUCOKa MMOBIPHICTb 3aTPUMKM.
sudo systemctl restart logstash
sudo systemctl status logstash
sudo ss -tulpn | grep 5044

Puc. 13.18. Hepeeipka Kopekmnocrﬁi xougpizypayii Filebeat ma Logstash
=y - |

.3 v e 2L 50T

Puc. 13.19. Ilepesiprxa xopexmuocmi 3anycky Logstash

Mepesanyckaemo Filebeat Ta nepeBipAemo Moro NoBHMI CTaH i noru:
sudo systemctl restart filebeat
sudo systemctl status filebeat -1
P S=] - |

= weruhwseriisen 2250

Puc. 13.20. [lepesanyck filebeat nicis peoazysanmsi.

Mepernagaemo XypHan y nolyKax mapKepis ycniwHoi pobotu logstash (puc.13.21)
sudo journalctl -u logstash -f

ICHYE 3 rpynu MapKepiB, KOXKEH 3 AKUX CUrHaI3YE NPO OKPEMMIA eTan ycnilHoi poboTu:
Y sypHani npucyTHi paaku 3 [HEC-SENT] Lle o3Hauae, wo Logstash ycniwHo cdopmysas KopekTHUit HEC JSON.
MpucyTHi nosigomneHHs {"text":"Success","code":0} Lle o3Hauae, wo Splunk HTTP Event Collector npuitHss
noaito.
v" MNosTopioBaHi umkam HEC-SENT + Success npu pisHux nogiax. Lle osHauae crabinbHy, 6e3nepebiiiny poboty

iHTerpauii.

AR
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4 e —

Puc. 13.21. sudo journalctl -u logstash —f ma «mapkepuy ycniwinoi pobomu.

MNepesBipka npuitomy gaHux ao iHaekcy Wazuh y Splunk
Mepesipsemo, um Splunk 6aunTb iHAEKC wazuh. B meHto Settings — Indexes wyKaemo iHaeKkc wazuh, akui
MAE€ CTBOPUTUCb aBTOMATUYHO Mif, Yac NepLIOro ycniwHOro oTpMmaHHs nogain Logstash — Splunk HEC.
Mepesipsiemo, wo noaii HagxoaaTb y Splunk yepes HEC. BiakpnBaemo meHto Search & Reporting Ta BUKOHY-
emo nolyK index=wazuh | head 20 (puc. 13.21). Pe3ynbtaTom Ui€i onepad,ii matoTb 6yTn JSON-noaii — iHTerpauin
npautoe. AKWO pe3ynbTaT NOPOXKHI, NOBEPTAEMOCA A0 NoNepeaHix KPoKiB — gMBuMoch nor pipeline.

L o O 1L GBS 1 AL iy . 48 botart ! arth | BT BEd np K r & OB i

Mew Sanrch -

N

Puc. 13.21. Menio Search & Reporting. Iowyx index=wazuh | head 20

AKWO iHAEKC He 3'ABMBCA, MOro MOXKHa CTBOPUTM Yepe3 BCTaHOBAeHHA goaaTky Wazuh gna Splunk, akui
CTBOPIOE iHAEKC aBTOMATMYHO Nig, Yac iHCcTanAy,ji.

Bepcia Wazuh App noBuHHa Bignosigatv cepsepHilt Bepcii Wazuh, po3ropHyTiii y cepegosuiii nabopaTop-
HOi po6oTn. OcKinbkK BipTyanbHUt 06pa3 wazuh-4.14.0.ova 6a3yeTbca Ha rinyi Wazuh 4.14.x, ansa 3abe3neyeHHs
noBHoI cymicHocTi REST-3anuTis, noniB Ta Aawbopais HeobxigHo BMKopuctoByBaTM Wazuh App 3 Ti€i }k OCHOBHOI
rinku (4.x). Hanbaun:kyoto cymicHoo Ta peKomeHA0BaHo Bepcieto € wazuh_splunk-4.3.11_8.1.10-1.tar.gz

Lia Bepcia 3abe3neyye KopekTHy pobOTy BCiX KOMMOHEHTIB iHTerpauii (areHTu, noaii, BpasnusocTi, FIM,
MITRE), Togi AK HOBIiWi penisu (Hanpuknag, 4.5.x) He niaTpumytoTb Wazuh 4.14 Ta MOXyTb NPU3BECTU A0 NOMUIOK
y NaHenAx Ta NoLYKOBUX 3annTax.

3aBaHTaxyemo Wazuh App (4.3.11) y 6paysepi, nokanbHo Ha disnuHmin MK (VirtualBox Host), 3 Askoro BMKo-
Hyemo Bci gii y WEB Ul Wazuh Ta Splunk.

CTopiHKa 3aBaHTa)KeHHs JoaaTkiB https://github.com/wazuh/wazuh-splunk/releases.



https://github.com/wazuh/wazuh-splunk/releases
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Puc. 13.23. 3asanmasicenns ¢haiiny oooamxy wazuh_splunk-4.3.11 8.1.10-1.tar.gz na VirtualBox Host

MepemunKaemocb Ha cTopiHKy Splunk Web: https://192.168.50.11:8000 Ta nigknatouyaemochb Ak admin. O6upa-
emo Menu — Apps — Manage Apps — Install app from file Ta 06upaemo 3aBaHTaxkeHUI Ha disnynHnit MK (VirtualBox
Host) ¢aiin wazuh splunk-4.3.11 8.1.10-1.tar.gz. Micna 3aBeplIEHHA 3aBaHTAXKEHHA 40AATOK aBTOMATUYHO BCTa-
HOBAIOETbCA. MepernAHyTU AOCTYNHICTb 404ATKY Ta MOro BEPCilo MOXKHa HabpaBLWKM Y LbOMY ¥ MEHI0 B PAAKY Mo-
WwyKy wazuh (puc. 13.24).
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Puc. 13.24. Bcmanoenennsi dooamky wazuh_splunk-4.3.11_8.1.10-1.tar.gz y Splunk Web

Micna ctBopeHHA iHAeKcy Splunk aBTOMaTUYHO BMKOPUCTOBYBATUME MOTO A4 NPUMOMY AaHUX. AKLWO nicna
BcTaHoBNeHHA Wazuh App iHaekc wazuh BiacyTHiN, cTBoptoemo Moro Bpy4dHy. Y Splunk Web Bigkpusaemo Settings
— Indexes — New Index Ta y noni Index Name BBogmMmo wazuh. |HWi napameTpu 3a/ULIAEMO 33 3aMOBYYBaAHHAM.
Hatuckaemo Save.

CtsopeHHA pobouoro gawbopay y Splunk Ha ocHoBi nogit Wazuh
CtBopuMO BnacHuin 6asosmin gawbopg y Splunk Dashboard Studio. Y Splunk Web Bigkpusaemo Search &
Reporting, o6upaemo niameHto Dashboards Ta HaTuckaemo KHonKy Create New Dashboard (puc. 13.25).
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Puc. 13.25. Mento cmeopenns nosoeo Dashboard y Splunk Web

[aemo HasBy, Hanpukaag — Wazuh Monitoring Dashboard, o6vpaemo tun Dashboard Studio Ta Layout —
Absolute (HalrHyukiwmn BapiaHT). BigkpureTtbea nyctuii gawbopa,.

Micnsa cTBOpeHHs NycToro gawbopay NepexoaMmo 40 A0AABaHHS MepLlumMX Bidyanisauiid. Y HoBOMy BiKHi go-
[aEMO nepLunii 610K — NiunnbHUK ycix noaih Wazuh no kHonui Add Visualization [a]s e @@ Single Value. ¥
BiKHi HaNaLWTyBaHb AOAAHOIO efleMeHTy A0AAEMO Ha3By Ta SPL-3anuT

index=wazuh
| stats count as "Total Wazuh Events"

Jopamo apyruii enemeHT gawbopay — rpadik noai no yacy ("Events over time"). Add Visualization — Line

==+ SPL-3anuT ANA UbOro eNemeHTy:
index=wazuh

| timechart span=1m count

CtBoptoemo Tabaumuto octaHHix nogiit "Recent Alerts". Add Visualization — Table =mte
index=wazuh
| sort - _time
| head 20
| table _time, rule.id, rule.description, decoder.name, location
[Jopaemo piarpamy 3a pisHem BaxamsocTi "Alerts by severity". Add Visualization — Bar =81 SPL-3anuT:
index=wazuh
| stats count by rule.level
| sort - count

. SPL-3anuT:

36epiraemo cTBOpeHuit aawboaps. Mepernag Moro ¢dyHKUioHany AocTynHuii y meHo Dashboard. Mu oTtpu-
MaJI1 NOBHOLIHHMI GYHKUIOHaNbHUI MiHi-Wazuh App Ha cyyacHomy Dashboard Studio.

Crasra Naw Deshboard

1 iphes By Mo o Da b beasd
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Puc. 13.26. Kpoxu cmeopenns Hogozo Dashboard y Splunk Dashboard Studio
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Puc. 13.27. Ilepeanao cmgopenozo Wazuh Monitoring Dashboard

3aBaaHHA o nabopaTtopHoOi poboTHn

1. VYBiMKHIiTb Ta HanawTtyiTte Splunk HTTP Event Collector (HEC) Ha cepsepi Splunk (Serv-G-N-9), cTBOpITH
OKpemuit TOKeH ana npuitomy nogit Wazuh ta nepesipTe 110ro A4OCTYNHICTb.

2. Hanawrtyiite iHTerpauito Wazuh — Splunk uepes Universal Forwarder ta HEC, 3ab6e3neunBluM nepenady
JSON-nogin y Splunk.

3. BcraHoBiTb Ta HanawTyihte Logstash Ha cepsepi Wazuh (Serv-G-N-7). Oopante BnacHuii pipeline ana
06p0o6KuM noris Wazuh T1a nepeHanpasneHHs ix y Splunk HEC.

4. 3amiHiTb cTaHgapTHUi Filebeat Wazuh. 3anycTiTe KoHBeliep: BUAaniTb HEKOPeEKTHI KoHoirypauii Filebeat,
3actocyiTte onTumisoBaHwuii filebeat.yml (nogaTok 4), Ta nepesipTe cTabinbHicTb Nepegavi nogili y Logstash
Ta Splunk.

5. MMepesipTe cTBOpeHHs Ta poboTy iHAaeKkcy wazuh y Splunk. Y pasi BigcyTHOCTI iHAEKCYy — CTBOpITbL MOro Ta
BMKOHaWTe nowykosi 3anutu index=wazuh | head 20.

6. CrBopuTH BacHUI aawbopa y Splunk Dashboard Studio, AoaaBLwM NiYMABHMK 3aranbHOI KibKOCTI Nogin,
rpadik noait y yaci, TabanLI0 OCTaHHIX CNOBILLLEHb Ta Aiarpamy 3a PiBHAMMU KPUTUYHOCTI.

7. MepesipTe noBHWUI Wnax 06pobku nogint (Wazuh - Filebeat - Logstash - Splunk HEC = iHaekc wazuh -
Jawbopa). 3pobiTb BUCHOBKM NPO KOPEKTHICTb pOo6OTH KOHBENEPA.
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Jopatok 1.
MoBHe uncte BuganeHHsa Splunk Universal Forwarder
Wazuh Appliance (Amazon Linux 2023)

Mpoyedypa sudanerHHs Splunk Universal Forwarder npueedeHa Ha eunadok HeobxioHocmi «gidkamy» ma
peKoHgi2ypysaHHa nobydoeaHoi cucmemu. Y onucaHiili memooduyi ya npoyedypa He BUKOPUCMOBYEMbCA.

3ynuHsaemo UF i Buaansemo systemd unit
sudo systemctl stop SplunkForwarder
sudo systemctl disable SplunkForwarder
sudo rm -f /etc/systemd/system/SplunkForwarder.service
sudo rm -f Jusr/lib/systemd/system/SplunkForwarder.service
sudo systemctl daemon-reload
Bugansemo rpm-naket UF. AKwo rpm cKkaxke “not installed” — 3HaunTb B}Ke BMAANEHO, i Lie OK.
sudo rpm -e splunkforwarder
Bugansemo Katanorm Splunk UF
sudo rm -rf /opt/splunkforwarder
sudo rm -rf /opt/splunk
Buaansemo ctBopeHmx Kopuctysadis. UF ctBoptoe splunkfwd Ta splunker.
sudo userdel -r splunkfwd
sudo userdel -r splunker
AKLWO ckaxke “user does not exist” — Le HopmasbHO.

JopaTok 2.
BupaneHHs cepTudikaTty Ha
Wazuh Appliance (Amazon Linux 2023)

Mpoyedypa sudaneHHa cepmudgpikamy npueedeHa Ha 8UNAOOK HeobxidHocmi lio2o 3amiHu.
Y onucaHiii memoduyi ya npoyedypa He BUKOPUCMOBYEMbCA.

Mepes BUAaneHHAM He noTpibHoro alias, nepeBipsaemo, Lo BiH icHYE
sudo /usr/share/logstash/jdk/bin/keytool -list \
-keystore /usr/share/logstash/jdk/lib/security/cacerts \
-storepass changeit | grep splunk-ca
AKLLO pAAOK 3HanaeHo — alias TOYHO € i BUAANAEMO He NoTPiIbHNI cepTmdikaT
sudo /usr/share/logstash/jdk/bin/keytool \
-delete \
-alias splunk-ca \
-keystore /usr/share/logstash/jdk/lib/security/cacerts \
-storepass changeit
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JopaTok 3.
Mpuknap HanawTyBaHHA hanny KoHdirypauii pipeline
letc/logstash/conf.d/wazuh-to-splunk.conf

input {
beats {
port => 5044
}
}

filter {
# 1 — KoHeepmauyia timestamp y Unix time (yini cekyHou)
ruby {
code =>"'
event.set("[@metadata][hec_time]", event.get("@timestamp").to_i)

# 2 — O4yuweHHs 3alieux KopeHesux nosie
mutate {

remove_tag =>["_jsonparsefailure"]
remove_field => ["@version", "tags", "ecs", "[agent]", "[input]", "[log]", "[predecoder]", "[manager]", "[host]", "type",
"path”, "@timestamp"]
}
# 3 — ®opmysaHHsa Splunk HEC JSON
ruby {
code =>"'
require "json"
clean_event_json = event.to_json
hec_payload = {
"time" => event.get("[@metadata][hec_time]"),
"host" => "serv-22-50-7",
"index" => "wazuh",
"sourcetype" => "wazuh_alerts",
"event" => clean_event_json
}

event.set("hec_payload", hec_payload.to_json)

}
}

output {
if [hec_payload] {
# 4 — Bionpaeka 4yepe3 exec -> curl
exec {
command => "curl -k -s -X POST -H 'Authorization: Splunk token_Wazuh-HEC' -H 'Content-Type: application/json’
'https://192.168.50.11:8088/services/collector/event’ -d '%{[hec_payload]}""

}
#5 — JlozyeaHHa y stdout dasa aydumy
stdout {

codec => line {
format => '[HEC-SENT] %{[hec_payload]}'
}
}
}
}
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JopaTtok 4.
Mpuknap HanawTyBaHHA Filebeat ansa BianpaBku noriB y Logstash.
®dann koHdoirypauii Filebeat /etc/filebeat/filebeat.yml

Tabanua 13.1.

KoHoirypauinHuii daiin nicns pegaryBaHHsa
# Wazuh - Filebeat configuration file

output.logstash:
hosts: ["127.0.0.1:5044"]

filebeat.inputs:
- type: log
enabled: true
paths:
- /var/ossec/logs/alerts/alerts.json
json.keys_under_root: true
json.add_error_key: true

setup.template.json.enabled: true

setup.template.json.path: '/etc/filebeat/wazuh-template.json'
setup.template.json.name: 'wazuh'

setup.ilm.overwrite: true

setup.ilm.enabled: false

logging.level: info
logging.to_files: true
logging.files:
path: /var/log/filebeat
name: filebeat
keepfiles: 7
permissions: 0644

logging.metrics.enabled: false
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JopaTtok 5.
IMmnopTt CA Splunk y Logstash

Y popaTky onvcaHa npoueaypa AogaBaHHA KopeHeBoro ceptudikaty CA Splunk (CN=SplunkCommonCA) y
Java truststore Logstash. Migkntoyaemocb no SSH ao cepsepy Splunk Serv-G-N-9 [192.168.50.11]
36epiraemo ceptudikaty, aki siaaae nopt HEC (8088) y daini /tmp/splunk-full-chain.pem:
openssl s_client -connect 192.168.50.11:8088 -showcerts </dev/null \
| sed -n '/BEGIN CERTIFICATE/,/END CERTIFICATE/p' > /tmp/splunk-full-chain.pem
Po36bnBaemo NaHLIOKOK 36epexkeHnx ceptudikaTtiB Ha okpemi dpalinm (pmc.13.14):
csplit -f cert- -b "%02d.pem" /tmp/splunk-full-chain.pem "/-----BEGIN CERTIFICATE-----/" "{*}"

¢ studariere-a2-50-% Smp =

Puc. 13.14. Ompumanus ¢aiinie cepmupixamis cepsepy Splunk Serv-G-N-9 [192.168.50.11]

B pesynbTati onucaHiit aiit (puc.13.14) y katanosi /tmp cepsepy 36epexkeHo Tpu dainmn ceptudikaris. Bu-
3HaAYaEMO, KopeHeBui cepTrdikaT no BMICTy nona subject y BMBoAi KOmaHA:
openssl x509 -in cert-01.pem -noout -text

openssl x509 -in cert-02.pem -noout -text
el ude@sere-Id 5B e =] = | ] TR r TIPTIRG T N [T - olEl

Puc. 13.15. Ilepeensnio ingpopmayii npo cepmugpixamu cepsepy Splunk Serv-G-N-9 [192.168.50.11]

Mepernag iHdopmauii npo cepTndikati Aae HacTynHe:

< /tmp/cert-01.pem — cepsepHuit ceptudikaT Splunk
< /tmp/cert-02.pem — kopeHesuit CA Splunk (SplunkCommonCA). Came ioro Tpeba imnopTtysaTu.
MNepenmeHoByeMO KopeHeBuit CA:

mv /tmp/cert-02.pem /tmp/splunk-ca.pem
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Konitoemo Splunk CA Ha Logstash-cepBep. 3amiHiTb agpecy 192.168.50.9 Ha agpecy cBoro Serv-G-N-7 y paa-
Ky Ta BUKOHaWTe Ha Splunk-cepsepi:
scp -o StrictHostKeyChecking=no /tmp/splunk-ca.pem wazuh-user@192.168.50.9:/tmp/splunk-ca.pem
[Jani KopucTyBay BBOAMTL Naponb wazuh. Lle — ctaHgapTHUi naponb ans Wazuh Appliance (puc.13.16).

[ ALt D - 77 S0 0 - O “

Puc. 13.16. Konitosanns kopenegozo cepmupixamy CA Splunk (CN=SplunkCommonCA) na cepsep Serv-22-50-7

3anuuwaemo Splunk-cepsep Ta nepexoaumo y SSH-cecito Ha Logstash-cepsepi, BiH ke Wazuh Appliance, BiH
e Serv-G-N-7 (192.168.50.9) ©. CTBOpIOEMO KaTaior Ta NEPEMILLYEMO A0 HbOTO 3aBaHTaXeHU cepTudiKaT:
sudo mkdir -p /etc/logstash/certs
sudo mv /tmp/splunk-ca.pem /etc/logstash/certs/splunk-ca.pem
sudo chmod 644 /etc/logstash/certs/splunk-ca.pem
MepeBipsemo micue po3TalyBaHHsA truststore Ta imnoptyemo Splunk CA y Java truststore Logstash
sudo find /usr/share/logstash -name cacerts

. wWagu-LserEaa - e- 507~ - o EN

Puc. 13.17. Imnopm xopernesozo cepmucpixamy CA Splunk na cepeepi Wazuh/Logstash

ImnopTyemo CA:
sudo /usr/share/logstash/jdk/bin/keytool \
-importcert \
-alias splunk-ca \
-file /etc/logstash/certs/splunk-ca.pem \
-keystore /usr/share/logstash/jdk/lib/security/cacerts \
-storepass changeit \
-noprompt
Logstash gosipsie Splunk.
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JopaTok 6.
3anyck / nepesanyck cnyx6 Wazuh (Manager + Dashboard + Indexer)

MepeBipKa cTaHy BCix cay*6 Wazuh
sudo systemctl status wazuh-manager --no-pager -|
sudo systemctl status wazuh-dashboard --no-pager -1
sudo systemctl status wazuh-indexer --no-pager -I
KopeKTHUIM nepe3anycK (pekomeHaoBaHuii nopaaok) Indexer (OpenSearch) — Manager — Dashboard:
sudo systemctl restart wazuh-indexer
sudo systemctl restart wazuh-manager
sudo systemctl restart wazuh-dashboard
AKwo Wazuh Manager He cTapTye (timeout / 3aBucaHHs), 3ynuHaemo Manager, NepesipsaemMo WO 3aaUWm-
N10Cb “*kMBMM” Ta 3anyckaemo Manager 3aHOBO
sudo systemctl stop wazuh-manager
ps aux | grep wazuh | head -n 50
sudo systemctl start wazuh-manager
sudo systemctl status wazuh-manager --no-pager -|
[JiarHocTtyemo nomunky 3anycky Manager. AKWO CTapT 3 MOMU/IKOIO:
sudo journalctl -xeu wazuh-manager.service --no-pager | tail -n 80
A TaKoX ocHoBHMI nor Wazuh:
sudo tail -n 80 /var/ossec/logs/ossec.log
AKLLO HiYoro He AoNoOMara€, BAKOHYEMO NOBHUI “reset-nepesanyck” Bcboro Wazuh (KoOpcTKUiA cueHapilt)
sudo systemctl stop wazuh-dashboard
sudo systemctl stop wazuh-manager
sudo systemctl stop wazuh-indexer
sudo systemctl start wazuh-indexer
sudo systemctl start wazuh-manager
sudo systemctl start wazuh-dashboard

KopucHi nocunaHHsa

e  Wazuh. Splunk integration.
https://documentation.wazuh.com/current/integrations-guide/splunk/index.html

¢ Integrating Wazuh and Splunk

https://www.linkedin.com/pulse/integrating-wazuh-splunk-vaibhav-karayat-p2gnc

e Integrations guide: Elastic, OpenSearch, Splunk, Amazon Security Lake
https://documentation.wazuh.com/current/integrations-guide/index.html

e wazuh / wazuh-splunk
https://github.com/wazuh/wazuh-splunk

o |BM Storage Defender. Splunk® Configuration Guide
https://www.ibm.com/docs/en/SSDR5G6 prod/pdf/splunk config guide.pdf




