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7.1. MMethods for comparison of meansethods for comparison of means

➢ There are several methods:

• comparison of a single observed mean with some hypothesized value 1;
• comparison of two means arising from paired data 2;
• comparison of two means from unpaired data 3. 

➢ All can be made by using appropriate confidence intervals 4 and t-tests.

➢ The single mean and paired data cases are introduced first.
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7. COMPARISON OF MEANS

1 another name “one sample t hypothesis test”

2 e.g. when individual objects are measured twice (i.e. once for each type of measurement), or at two 
different times, etc.: e.g. to study the photosynthetic performance of ten plants in two environments in a 
greenhouse (shady and sunny), we could measure each individual plant twice, once in the shade and once in the 
sun -  the measures are paired by belonging to the same individual plant.
 
3 another name “two sample t hypothesis test” and is probably the most common;

4 a range of values we are fairly sure our true value lies in.
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7.2. 7.2. Comparison of a single mean with a hypothesized value Comparison of a single mean with a hypothesized value 

➢ Not very common in practice but it may be used (table) 1. 

➢ E.g. these are the haemoglobin concentrations of 15 UK adult males admitted into an 
intensive care unit (ICU) 2. 

➢ The population mean haemoglobin 
concentration in UK males is 15.0 g/dl 3.

➢ Is there any evidence that critical illness is associated with an acute anemia?
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8,1 10,1 12,3

9,7 11,7 11,3

11,9 9,3 13

10,5 8,3 8,8

9,4 6,4 5,4

1 to compare a mean value from a sample with some hypothesized value (e.g. with some standards). 

2 Adapted from Whitley F, Ball J. Statistics review 5: Comparison of means. Crit. Care. 2002;6(5): 
424–428. 

3 i.e. hypothesized value.
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➢ The mean haemoglobin concentration of ICU men is 9.7 g/dl 1.  

➢ So, the question is:

• whether this difference is likely to be due to random variation?

• whether it is the result of some systematic difference between the men in the sample (ICU) and those 
in the general population? 

➢ The best way to answer is:

• to calculate a confidence interval for the mean (1);

• to perform a hypothesis test (2).
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1 In practice any sample of 15 ICU men would be unlikely to have a mean haemoglobin of exactly 15.0 g/dl.
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The SD of these data = 2.2 g/dl. 

A 95% confidence interval for the mean can be calculated using the SE = SD/√n 1:

 SE = 2.2/√15 = 0.56 

The corresponding 95% confidence interval is as follows: 2

9.7 ± 2.14 × 0.56 = 9.7 ± 1.19 = (8.5, 10.9) 3

So, assuming that this sample is representative, it is likely that the true mean haemoglobin 
in the population of ICU adult male patients is between 8.5 and 10.9 g/dl. 
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1 SD and SE both measure variability: high values of both indicate more dispersion, however, SD and SE 
are not the same:

SD quantifies the variability of data points around the mean in a given dataset (it tells us, on 
average, how far each data point is away from the mean).

SE quantifies the variability between samples drawn from the same population (indicates how different 
the sample mean is likely to be from the population mean).

2 a confidence interval for µ (when the population σ is unknown) can be calculated as:  

3 the multiplier, in this case 2.14, comes from the t-distribution because the sample size is small. 

x̄ ± t
s

√n
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➢ The associated P value is obtained by comparison with the t-distribution 2 (regardless 
of sign) corresponding to smaller P values. 

➢ The t-statistic for the haemoglobin example is as follows:

t =
sample mean−hypothesised mean

SE of sample mean1

1 it is the number of SEs that separate the sample mean from the hypothesized 
value.

2 the t-distribution (Student's t-distribution) is a probability distribution 
that is used to estimate population parameters when the sample size is small 
and/or when the population variance is unknown.

The shape of the t distribution is determined by the df, which, in the case of 
the one sample t-test, is equal to the sample size minus 1, i.e. 14 (15-1).

Statistician William Sealy Gosset, known as "Student"

t = 9.7 − 15
0.56

= −5.3
0.56

=−9.54

Density of the t-distribution: 2 df – red; the 
standard normal distribution – blue; 1 df - 
green. 
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➢ The observed (t) mean haemoglobin concentration is 9.54, which is below the 
hypothesized mean. 

➢ Tabulated values indicate how likely this is to occur: for a sample size of 14 (15-1) df 
the P value is < than 0.0001 1 (see next slide).

Conclusion:

• it is extremely unlikely that the mean haemoglobin in this sample would differ from that in the 
general population to this extent by chance alone;

• this may indicate that there is a truly difference in haemoglobin concentrations in ICU men 2.

1 the P value gives no indication of the size of any difference; it merely indicates the probability that the 
difference arose by chance. In order to assess the magnitude of any difference, it is essential also to have 
the confidence interval calculated above.

2 It is important to know how this sample of men was selected and whether they are representative of all UK 
men admitted to ICUs.
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1.96

2.26

2.14
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➢ Conclusion:

• the haemoglobin concentration in the general population of adult men in the UK is well outside this 
range;

• ICU men may truly have haemoglobin concentrations lower than the national average.

➢ Question: how likely it is that this difference is due to chance?

➢ Answer: we need a hypothesis test (one sample t-test) 1. 

➢ H0 is that sample mean (9.7 g/dl) is the same as hypothesized mean (15.0 g/dl).

➢ The t statistic, from which a P value is derived, is as follows.
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1 t-test formally examines how far the estimated mean haemoglobin of ICU men (9.7 g/dl), lies from the hypothesized 
value (15.0 g/dl).
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7.3. 7.3. Comparison of two means arising Comparison of two means arising 
from paired datafrom paired data

➢ Paired data: 

• each data set has the same number of data 
points;

• each data point in one data set is related to 
one, and only one, data point in the other 
data set 1.

E.g. table shows central venous O2 
saturation in 10 patients on admission 
and 6 hours after admission to an ICU 2.

11 e.g.  e.g. before-after drug test: you record the blood 
pressure of each subject in the study, before and 
after a drug is administered - each "before" measure 
is related only to the "after" measure from the same 
subject.

2 Whitley F, Ball J. Statistics review 5: Comparison 
of means. Crit. Care. 2002;6(5): 424–428. 

Subject On 
admission

6 h after 
admission

Difference 
(%)

1 39.7 52.9 13.2

2 59.1 56.7 -2,4

3 56.1 61.9 5.8

4 57.7 71.4 13.7

5 60.6 67.7 7.1

6 37.8 50 12.2

7 58.2 60.7 2.5

8 33.6 51.3 17.7

9 56 59.5 3.5

10 65.3 59.8 -5.5

Mean 52.4 59.2 6.8
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➢ The means were 52.4% and 59.2%, 
corresponding to an increase of 6.8%. 

➢ The question is:

• whether this difference is likely to reflect a 
truly effect of admission and treatment;

• or whether it is simply due to chance?

➢ H0 is that 52.4% = 59.2%. 

Subject On 
admission

6 h after 
admission

Difference 
(%)

1 39.7 52.9 13.2

2 59.1 56.7 -2,4

3 56.1 61.9 5.8

4 57.7 71.4 13.7

5 60.6 67.7 7.1

6 37.8 50 12.2

7 58.2 60.7 2.5

8 33.6 51.3 17.7

9 56 59.5 3.5

10 65.3 59.8 -5.5

Mean 52.4 59.2 6.8
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➢ The data are paired 1, and it is important 
to account for this pairing in the 
analysis. 

➢ How to do this?

➢ To concentrate on the differences between 
the pairs of measurements rather than 
on the measurements themselves.

➢ H0: the mean of the differences in central 
venous oxygen saturation = 0.

➢ T-test therefore compares the observed 
mean of the differences with a 
hypothesized value of 0 2. 

1 the two sets of observations are not independent of 
each other; 

2 i.e. the paired t-test is a special case of the 
single sample t-test described above.
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Mean 52.4 59.2 6.8
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➢ The t-statistic:

➢ The SD of the differences is 7.5, and 
this corresponds to a SE of 7.5/√10 = 
2.4.

➢ The t-statistic: t = 6.8/2.4 = 2.87, and 
this corresponds to a P value of 0.01 1. 

1  based on a t-distribution with 10-1=9 df. 

i. e. there is some evidence to suggest that 
admission to ICU and subsequent treatment may 
increase central venous oxygen saturation beyond 
the level expected by chance.

t = samplemean of differences−0
SE of samplemeanof differences

t = sample meanof differences
SE of samplemeanof differences
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➢ Remember: P value gives no info. about 
the likely size of any effect. 

➢ This may be done by calculating a 95% 
confidence interval from the mean and SE 
of the differences: 

6.8 ± 2.26 × 2.4 = 6.8 ± 5.34 = (1.4, 12.2) 1

➢ So, the true increase in central venous O2 
saturation is probably between 1.4% and 
12.2%.

➢ Although the increase may be small 
(1.4%), it is unlikely that the effect is to 
decrease saturation.

1 the multiplier, in this case 2.26, comes from the t-
distribution because the sample size is small.  If n>30, 
z-tables are better. 
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Difference 
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1 39.7 52.9 13.2
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3 56.1 61.9 5.8

4 57.7 71.4 13.7

5 60.6 67.7 7.1

6 37.8 50 12.2
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8 33.6 51.3 17.7
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7.4. 7.4. Comparison of two means arising from unpaired dataComparison of two means arising from unpaired data

➢ Comparison of two means arising from unpaired data 1 is most common.

➢ E.g. lets compare early goal-directed therapy (EGDT) with standard therapy (ST) in the 
treatment of septic shock 2. 

➢ A total of 263 patients were 
randomized and 236 completed 
6 hours of treatment. 

➢ The mean arterial pressures after 
6 hours of treatment in the ST and 
EGDT groups are shown in table 3.

7.4. 7.4. Comparison of two means arising from unpaired dataComparison of two means arising from unpaired data

➢ Comparison of two means arising from unpaired data 1 is most common.

➢ E.g. lets compare early goal-directed therapy (EGDT) with standard therapy (ST) in the 
treatment of septic shock 2. 

➢ A total of 263 patients were 
randomized and 236 completed 
6 hours of treatment. 

➢ The mean arterial pressures after 
6 hours of treatment in the ST and 
EGDT groups are shown in table 3.

27.10.25 14M. Vinichuk

1  i.e. comparison of data from two independent groups; 

2 is a potentially fatal medical condition when organ injury or damage in response to infection 
leads to dangerously low blood pressure and abnormalities in cellular metabolism;

3 Adapted from E. Whitley, and J. Ball. Statistics review 5: Comparison of means. Rivers E,et al. 
Early goal-directed therapy in the treatment of severe sepsis and septic shock. N Engl J Med 
2001;345:1368–77.

Mean arterial 
pressure (mmHg)

ST EGDT

Number of 
patients

119 117

Mean 81 95

St. Dev. 18 19
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➢ The mean arterial pressure was 14 mmHg higher in the EGDT. 

➢ The 95% confidence intervals for the mean arterial pressure in the two groups:

➢ There is no overlap between the 
two confidence intervals and there 
may be a difference between 
the two groups. 

➢ The mean arterial pressure was 14 mmHg higher in the EGDT. 

➢ The 95% confidence intervals for the mean arterial pressure in the two groups:

➢ There is no overlap between the 
two confidence intervals and there 
may be a difference between 
the two groups. 
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ST : 81 ± 1.96 × 18

√119
= 81 ± 3.23= [77.8 ;84.2 ]

EGDT : 95 ± 1.96 × 19

√117
= 95 ± 3.4 = [91.6 ;98.4 ]

Mean arterial 
pressure (mmHg)

ST EGDT

Number of 
patients

119 117

Mean 81 95

St. Dev. 18 19
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➢ Let us estimate the size of the difference.
 

➢ The only difference is in the calculation of the SE.

➢ In the paired case attention is focused on the mean of the differences. 

➢ In the unpaired case interest is in the difference of the means 1. 
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➢ The only difference is in the calculation of the SE.

➢ In the paired case attention is focused on the mean of the differences. 

➢ In the unpaired case interest is in the difference of the means 1. 
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1 Because the sample sizes in the unpaired case may 
be (and indeed usually are) different, the combined 
SE takes this into account and gives more weight to 
the larger sample size because this is likely to be 
more reliable.

Mean arterial 
pressure (mmHg)

ST EGDT

Number of 
patients

119 117

Mean 81 95

St. Dev. 18 19
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➢ The pooled SD for the difference in means:

where SD1 and SD2 are the SDs in the two groups and n1 and n2 are the two sample sizes. 

➢ The pooled SE for the difference in means:

➢ This SE can now be used to calculate a 
confidence interval for the difference in 
means and to perform an unpaired t-test, 
as above.

➢ The pooled SD for the difference in means:

where SD1 and SD2 are the SDs in the two groups and n1 and n2 are the two sample sizes. 

➢ The pooled SE for the difference in means:
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confidence interval for the difference in 
means and to perform an unpaired t-test, 
as above.
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SDdifference : =
√(n1 −1) × SD1

2 + (n2− 1 ) × SD 2
2

(n1 + n2 − 2)

SEdifference = SDdifference × √ 1n1 + 1
n2

Mean arterial 
pressure (mmHg)

ST EGDT

Number of 
patients

119 117

Mean 81 95

St. Dev. 18 19
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The pooled SD is:

and the corresponding pooled SE is:

The pooled SD is:

and the corresponding pooled SE is:
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SDdifference : =
√(119−1) × 182 + (117−1 ) × 192

(119 + 117 − 2)

SDdifference = 18.50 × √ 1
119

+ 1
117

SDdifference : = √ 38.232+41.876234
= √342.34 = 18.50

= 18.50 × √0.008+0.009

= 18.50×0.13= 2.41

Mean arterial 
pressure (mmHg)

ST EGDT

Number of 
patients

119 117

Mean 81 95

St. Dev. 18 19
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➢ The difference in mean arterial pressure between EGDT and ST groups is 14 mmHg, 
with a corresponding 95% confidence interval of 14 ± 1.96 × 2.41= (9.3, 18.7) mmHg. 

➢ The confidence interval suggests that the true difference is likely to be between 9.3 and 
18.7 mmHg.

➢ To explore the likely role of chance in 
explaining this difference, an unpaired 
t-test can be performed. 
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18.7 mmHg.
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explaining this difference, an unpaired 
t-test can be performed. 
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Mean arterial 
pressure (mmHg)

ST EGDT

Number of 
patients

119 117

Mean 81 95

St. Dev. 18 19
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➢ H0 is that the difference in means = 0. 

➢ As for the previous two cases, a t-statistic is calculated.

➢ A P value may be obtained by comparison with the t-distribution on n1 + n2 – 2 df 1. 

➢ t = 14/2.41 = 5.81, with a corresponding 
P value < 0.0001 2. 

➢ Conclusion: there may be a truly 
difference between the two groups. 
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➢ A P value may be obtained by comparison with the t-distribution on n1 + n2 – 2 df 1. 

➢ t = 14/2.41 = 5.81, with a corresponding 
P value < 0.0001 2. 

➢ Conclusion: there may be a truly 
difference between the two groups. 
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 1 the larger the t-statistic, the smaller the P value 
will be;

2 14 mmHg is the difference in mean arterial pressure; 
it is extremely unlikely that a difference in mean 
arterial pressure of this magnitude would be observed 
just by chance.

t = difference of sample means
SE of difference of sample means

Mean arterial 
pressure (mmHg)

ST EGDT

Number of 
patients

119 117

Mean 81 95

St. Dev. 18 19
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7.5. Comparison of two means: assumptions and limitationsComparison of two means: assumptions and limitations

➢ The t-tests require certain assumptions. 

➢ The one sample t-test: the data have an approximately Normal distribution.

➢ The paired t-test: the distribution of the differences are approximately Normal. 

➢ The unpaired t-test: the data from the two samples are both Normally distributed 1.

➢ There are tests to examine whether a set of data are Normal or whether two SDs (or, two 
variances) are equal 2. 
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1 and the SDs from the two samples are approximately equal;

2 the Kolmogorov-Smirnov test (K-S) and Shapiro-Wilk (S-W) test are designed to test normality by 
comparing your data to a normal distribution. 
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What to do if Normality is violated?

➢ The appropriate transformation 1 of the data may be used before performing any 
calculations ("Let the data decide"). 

➢ For “big” sample size (30, or even better 50), an impact to validity from non-normal data 
usually “small”.

➢ If not possible, alternative tests can be used, e.g. nonparametric tests 2 .

➢ To explore differences in means across three or more groups, an analysis of variance 
(ANOVA) can be used.
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1  e.g. to apply a square root to each value or data may be log-transformed: your data may now be 
normal, but interpreting that data may be much more difficult;

2 it is like a parallel universe to parametric tests, also called distribution-free tests: don't 
assume that your data follow a specific distribution. 

Can be performed well with skewed and nonnormal distributions. E.g. Mann-Whitney test instead of 
2-sample t test; or Kruskal-Wallis, Mood’s median test instead of One-Way ANOVA, etc.
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