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Практичне заняття 7.  

АДАПТИВНА ІДЕНТИФІКАЦІЯ ІНФОРМАЦІЙНО-

ВИМІРЮВАЛЬНИХ СИСТЕМ НА ОСНОВІ РЕГРЕСІЙНО-

АВТОРЕГРЕСІЙНОЇ МОДЕЛІ 

 

12.7.1. План проведення практичного заняття  

1. Стисло нагадати теоретичні відомості, необхідні для виконання 

індивідуального завдання практичного заняття.  

2. Виконати попередній аналіз початкових даних індивідуального варіанту 

(див. табл. 11.12).  

3. Дослідити ОУ за його адаптивною регресійно-авторегресійною 

моделлю. Структурна схема дослідження ОУ зображена на рис. 12.10, а 

структурна схема дослідження його регресійно-авторегресійної моделі – на 

рис. 12.11. 

 
Рис. 12.10 

 

 
Рис. 12.11 

 

Рівняння ОУ та його адаптивної регресійно-авторегресійної моделі мають 

виглід:  
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де y(n) – вихід ОУ; )(~ ny  – вихід адаптивної моделі ОУ;  

n = 0, 1, 2, ... – дискретний час;  

u(n) – вхідний вплив;  

(n) – збурююча дія (завада); 

a, b – коефіцієнти різницевого рівняння ОУ;  

ba
~

,~  – коефіцієнти різницевого рівняння адаптивної моделі ОУ.  

4. Вивести рівняння для розрахунку функції втрат ОУ. 

5. Розрахувати градієнт функції втрат. 

6. Розрахувати коефіцієнти адаптивної регресійної моделі ОУ:  

7. Для розрахунків потрібно скласти таблицю за формою табл. 12.12. 

 

U(n)
b

Р-объект 
y(n)

Ę(n) 

Ŭ(n)
ḃ 

Р-объект 
ẏ(n)

(n) 

u(n) 

u(n) )(~ ny

 

a, b 

ОУ 

a, b 
Модель ОУ 



 255 

Таблиця 12.12 

n   na   nb   na~   nb
~

  nu   nY   ny~   n   n   n
2  

1 1,1 1,1 0,7 0,5 1 … … 0.1 … … 

2 1,1 1,1   1 … … -0.1 … … 

3 1,1 1,1   1 … … 0.1 … … 

… 1,1 1,1   1 … … -0.1 … … 

20 1,1 1,1   1 … … 0.1 … … 

 

8. Розробити  програму, яка буде виконувати адаптивну ідентифікацію ОУ 

за розробленими рівняннями. 

 

7.2. Приклад виконання завдання на практичне заняття 

Отримаємо рівняння для розрахунку функції втрат ОУ: 

- нев`язка:      ,~ nynyn   

- функція втрат: 

         22 ~ nynynnF   . 

Розрахуємо градієнт функції втрат: 
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Розраховуємо коефіцієнти адаптивної регресійної моделі ОУ:  
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де a, b - коефіцієнти підсилення.  

Розробимо програму, яка буде виконувати адаптивну ідентифікацію ОУ за 

розробленими рівняннями. 

 

Лістинг програми моделювання 
program practik17; 

uses crt; 

label l1; 

const n=20; 

      U=1; 

      ga=0.1; 

      gb=0.2; 

 

var  a1,b1,y,y1,Ex,E: array[0..20] of real; 

     x: array[1..20] of byte; 
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     a,b: real; 

     i,num: integer; 

 

begin clrscr; 

 

writeln('Vvedite X[1] - X[20]; {0;1}'); 

writeln; 

l1: writeln('1-Варіант для прикладу; 2-Введіть свої 

параметри;'); readln(num); 

 

case num of 

1: begin 

   x[1]:=0; x[2]:=0; x[3]:=0; x[4]:=0; x[5]:=0; 

   x[6]:=1; x[7]:=1; x[8]:=0; x[9]:=0; x[10]:=0; 

   x[11]:=1; x[12]:=1; x[13]:=1; x[14]:=1; x[15]:=0; 

   x[16]:=1; x[17]:=1; x[18]:=0; x[19]:=0; x[20]:=1; 

   a:=1.0; 

   b:=0.75; 

   a1[1]:=0.8; 

   b1[1]:=0.5; 

   end; 

 

2: begin 

        for i:=1 to 20 do begin 

        write('x[',i,']='); read(x[i]); 

        end; 

 

        write('a='); readln(a); 

        write('b='); readln(b); 

        write('a1(1)='); readln(a1[1]); 

        write('b1(1)='); readln(b1[1]); 

   end; 

else writeln('Повтор'); goto l1; 

end; 

 

 

for i:=1 to 20 do begin 

    if (x[i]=0) then Ex[i]:=-0.1 

    else Ex[i]:=0.1; 

end; 

 

writeln; 

 

writeln('X:='); 

writeln(' 1| 2| 3| 4| 5| 6| 7| 8| 

9|10|11|12|13|14|15|16|17|18|19|20|'); 

for i:=1 to 20 do begin 

write(X[i]:2,'і'); 

end; 

 

writeln; 
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writeln('a=',a); 

writeln('b=',b); 

writeln('a1(1)=',a1[1]:5:3); 

writeln('b1(1)=',b1[1]:5:3); 

writeln('N=',n); 

 

writeln;writeln('Натисніть Enter для почитку'); readkey; clrscr; 

writeln; writeln('Будь ласка, почекайте....'); 

delay(3000); clrscr; 

 

writeln(' n| a(n)| b(n)| a1(n)| b1(n)|U(n)| y(n) | y1(n) |Ex(n)|  

E(n)  | E^2(n)|'); 

 

y[1]:=-a*y[0]+b*U+Ex[1]; 

y1[1]:=-a1[1]*y[0]+b1[1]*U; 

E[1]:=y[1]-y1[1]; 

 

 

for i:=2 to n do begin 

 

    y[i]:=-a*y[i-1]+b*U+Ex[i]; 

    a1[i]:=a1[i-1]-2*ga*y[i-1]*(y[i]-(-a1[i-1]*y[i-1]+b1[i-

1]*U)); 

    b1[i]:=b1[i-1]-2*gb*y[i-1]*(y[i]-(-a1[i-1]*y[i-1]+b1[i-

1]*U)); 

    y1[i]:=-a1[i]*y[i-1]+b1[i]*U; 

    E[i]:=y[i]-y1[i]; 

end; 

 

for i:=1 to n do begin 

 

write(i:2,'|',a:5:2,'|',b:5:2,'|',a1[i]:6:3,'|',b1[i]:6:3,'|',U:

4,'|',y[i]:6:3,'|',y1[i]:7:4,'|'); 

write(Ex[i]:5:2,'|',E[i]:8:5,'|',sqr(E[i]):7:5,'|'); 

writeln; 

end; 

 

readkey  

end. 
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Результати моделювання 

 
Рис. 12.12 

 

 
Рис. 12.13 

 

12.7.3. Контрольні питання 

1. По якому критерію оцінюється якість адаптивної ідентифікації 

параметрів ОУ?  

2. Перерахуєте основні етапи рішення задачі ідентифікації.  

3. Наведіть рівняння лінійного динамічного ОУ і рівняння оптимальної 

моделі, порівняйте їх.  

4. Сформулюйте умову оптимального рішення задачі адаптивної 

ідентифікації.  

5. Який вигляд має ітеративний алгоритм адаптивної ідентифікації?  

6. Який вигляд має рекурентний алгоритм адаптивної ідентифікації?  

7. Намалюйте блок-схеми ітеративного та рекурентного алгоритмів, 

роз'ясніть їх роботу.  

8. Виконайте порівняльний аналіз ітеративного і рекурентного алгоритму 

адаптивної ідентифікації.  

9. Отримайте рівняння оптимальної моделі і вираз для функції втрат ОУ. 

10. Як впливає значення коефіцієнтів у матриці підсилення на точність і 

час настроювання оптимальної моделі?   


